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§  21st Century 

Defining National Security Images 
§  20th Century 

§  Goal : to prevent a superposition of these images 
§  9/11 attacks demonstrated desire and delivery 
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Fog of (cold) war begins to lift ... 
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1.  Prevent nuclear proliferation and 
nuclear terrorism 

2.  Reduce the role of nuclear weapons 
3.  Maintain strategic deterrence and 

stability at reduced nuclear force 
levels 

4.  Strengthen regional deterrence and 
reassurance of US allies and 
partners 

5.  Sustain a safe, secure, and effective 
nuclear arsenal 

The 2010 Nuclear Posture Review (NPR) 
identified five key objectives 

For the first time, the NPR places preventing nuclear proliferation 
and nuclear terrorism atop the U.S. nuclear agenda.  

1 
N u c l e a r  P o s t u r e  R e v i e w  Re po r t  
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The nuclear threat environment today is 
challenging…  

Our National Security programs evolved out of the capabilities and  
expertise developed to support the core nuclear weapons program 
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Approach to reduce/counter nuclear threats 

6 

Threat: Foreign, proliferant, stolen, or improvised nuclear devices 
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The national labs play a key role as integrators across this mission space 

DOE 

IAEA also a major player in the area of Non/Counter-Proliferation 
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US R&D Efforts Cast Wide Net 
§  National Labs 

•  LANL, LLNL, SNL, ORNL, PNNL, IDNL, LBNL, BNL, ... 

§  Universities 
•  Nuclear Physics/Chemistry/Engineering, Material 

Science, Computer Science, ... 

§  Private Sector 
•  From large defense contractors to small start-ups 
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This Talk (1) 
§  Complete review of nuclear security R&D beyond 

scope of any talk 

§  Focus on Special Nuclear Materials (SNM) 
•  Convention explosive w/ radioactive debris (dirty bomb) 

terrorist threat, but not WMD 
•  U-235 (separated from U-238) 
—  Natural abundance of 0.7%, less = Depleted Uranium (DU)  
—  Low Enriched Uranium (LEU) < 20%, reactor grade = 3-5% 
—  Highly Enriched Uranium (HEU) > 90% 

•  Pu-239 
—  made in reactors, U-239 with 2-beta decays 
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This Talk (2) 
§  Reactor Monitoring = likely starting point 

•  neutrino detection (Bernstien, LLNL) 
•  high-res germanium (Burke, LLNL) 

§  Transit Detection 
•  Roadside Tracker (Ziock, ORNL) 
•  Muon Tomography (Morris, LANL) 

§  Points of Entry 
•  NRF (Bertozzi, Passport Systems) 
•  Neutron Time-Correlations 

§  Novel Detectors 
•  organic scintillators (Zeitseva, LLNL) 
•  nano-thermite materials (Univ. Mich.) 
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Reactor Monitoring with anti-neutrinos 
§  U-235 and Pu-239 fission products β-decay at 

different rates 

§  ν-rate sensitive to Pu-239 content 

§  Gd-doped water-Cerenkov detection 
•  ν+p à e+ + n à Gd(n,γ)  

§  Bowden, et al, Nucl. Instr. Methods A572, 985 (2007) 

Parameter Precision Dwell times 
Operational Status (on/off) 99.99% hours 
Power level 3% accuracy days 
Fissile Pu/U content <10 kg Pu, core-wide, 1 

sigma accuracy 
3 months 
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Songs Detector 

8’ 
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SONGS: small, deployable near field antineutrino detector 

1
2 

Determine reactor on/off status 
within 5 hours with 99.9% C.L. 

Measure thermal  
power to 3% in one week  

Detect switch of 70  kg Pu-U  
with known power and initial fuel content 

Rate-based measurements (count rate only) 
•   Simple detector design 
•   Stable operations  
•   25 m from core, outside containment  
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The Roadside Tracker 
§  Combine visible (camera) and gamma (CsI) 

detection to track radiation in highway transit 

§  Image reconstruction to track vehicle motion 

§  Coded aperture to track gamma-ray source 

§  Detects 37 MBq-class at 113 km/hr over 5-lanes 
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Roadside Tracker picture/schematic 
ZIOCK et al.: PERFORMANCE OF THE ROADSIDE TRACKER PORTAL-LESS PORTAL MONITOR 2241

Fig. 4. Schematic showing the components of the TAT system.

Fig. 5. Points are generated for the image (left), and tracked from frame to
frame (right).

vehicle as the vehicle passes through the field of view. Once
the points are found in a frame (see Fig. 5, left), the same point

is found in the second camera of the stereo pair. To minimize

the impact of this compute-intensive task, only regions around

where the point should be located are checked for correspon-

dence. The list of stereo points for each frame is corrected for

mast motion based on an analysis from the third video camera;

the one aimed at the optical targets on the roof of each trailer.

The points are also compared to a list of stationary points that are

present in many frames. Such points are attributed to the image

background and removed from further consideration. Finally,

the tracks of the remaining points through the imager field of
view are checked for consistent motion. Those points belonging

to tracks that have a minimum length and smooth motion that

is well correlated with neighboring tracks (see Fig. 5, right) are

kept for further processing.

The list of points meeting selection criteria at each trailer

is sent to the Master computer where the points for a given

Fig. 6. Points from both sides of the road (identified by different shades) are
clustered using a CMR approach.

frame from both sides of the roadway are combined. The list is

searched for points that maintain coherence from frame to frame

using a coherent motion region (CMR) approach [17]. Groups

of points that move through the field of view in a regular motion
are defined as vehicles and a bounding box based on the extrema
as averaged over the entire transit is defined (see Fig. 6). The
location of the bounding box is then calculated for each frame

and the time that the front edge of the box crosses a gamma-ray

image pixel (GRIP) boundary calculated using linear interpola-

tion. This crossing time is used to define the video events for the
vehicle.

Since the GRIP boundaries occur at different locations for

the two gamma-ray imagers, two sets of video events must be

generated. In fact, the system generates more sets than this as

each vehicle is also divided into a number of distance or range

“slices”. These are bins of order 30 cm deep with the width of

each slice corresponding to the width of the “lanes” defined in
the setup process. (These lanes are not the normal traffic lanes;
rather the roadway is divided into 75 regions of equal width.

Each such region is defined as an RST lane.) Video events are
generated for each slice of the vehicle. The appropriate list of

video events is sent to each gamma-ray imager. Note that the

full processing occurs only after the vehicle has left the field of
view, or retired, so that there is a several second latency in the

generation of the video events.

V. GAMMA-RAY IMAGING

Each gamma-ray imager buffers the incoming gamma-ray

event stream into a data structure defined previously [2]. The
basic structure collects the list-mode events by video frame

number as counted from the start of a given acquisition session

or run. The data is further subdivided into millisecond long

blocks and events are time ordered within the same block.

The frame number serves as the time unit for the system and

a fractional value of this time is reported by the TAT for each

video event.
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Fig. 12. Result for a truck shows no baseline suppression. The sigma image
vertical scale is from 5 to 30.

Fig. 13. Results for a vehicle with two sources. The spectra for the three cursor
locations are shown on the right.

of zero in the image. In principle a vehicle could show up as a
reduction in counts in the image since it blocks background ra-
diation, but in practice, coded aperture imagers are not sensitive
enough to see this [3]. In comparison, Lo Presti, et al. [1] report
routine results with 25 to 30 percent baseline depression.

B. Two Source Detection

Fig. 13 shows the results obtained for a single vehicle with
two sources. The results demonstrate both the ability of the
system to generate background-subtracted spectra linked to in-
dividual pixels of an image and the lack of crosstalk between
closely spaced locations.

VII. PERFORMANCE ASSESSMENT

As a coupled system, the performance of the different parts of
the RST can be evaluated separately. In the following, the per-
formance has been divided between the detection capabilities
of the TAT software engine and the overall system sensitivity to
gamma-ray sources traveling at different velocities in the center
lane of a nominal 5-lane roadway.

A. Video Performance

The performance of the video system is initially evaluated
separately from that of the overall RST. This is based on the
realization that the system must first detect and track a vehicle
before that vehicle can be searched for a radiation signature. To

Fig. 14. Five-lane location used to test the video tracking.

TABLE I
VIDEO TRACKING PERFORMANCE

determine how well the TAT engine performed at detecting ve-
hicles, we analyzed three sets of data collected at different times
during the course of the project. For the analysis, the vehicles re-
tired (visually detected) by the imager, were compared to those
counted by a person viewing the recorded video stream. Two
determinations were made for each vehicle: whether or not it
was detected, and, if so; how many times was it detected. The
latter category identifies some vehicles that were retired mul-
tiple times by the system. While less than ideal, a multiple re-
tire was considered successful since it meant that a given vehicle
was searched for a radiation source—although more than once.
Multiple retires were more frequent in the earlier stages of the
project and are more common with long vehicles such as trucks
since the CMR algorithm as implemented currently relies on a
fixed volume to scan points for common motion. The size of the
region was optimized to handle passenger vehicles.
1) 5-Lane Two-Way Traffic: The first location used to assess

the overall TAT efficiency was a section of highway five-lanes
wide, with two travel lanes in either direction separated by a
common turn lane (See Fig. 14). The speed limit along this
stretch of roadway was 88 km/h (55 mph) with some vehicles
travelling at speeds up to 110 km/h. Overall traffic was rela-
tively light with an average rate of one vehicle every 10 s and in-
cluded a mix of cars and trucks. The performance of the system
is summarized in Table I and was excellent in that less than 1%
of more than 1000 vehicles were missed.
2) 4-Lane Two-Way Traffic: The second location where

video detection efficiency was evaluated was a stretch of
four-lane highway with two lanes in either direction (Fig. 15).

Ziock, et al., IEEE Trans. Nucl. Sci., 60,, 2237 (2013) 
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Roadside Tracker signals 
ZIOCK et al.: PERFORMANCE OF THE ROADSIDE TRACKER PORTAL-LESS PORTAL MONITOR 2243

The Master Computer combines the gamma-ray data with the
appropriate compressed video images identifying the vehicle
from each side of the roadway. It also generates a composite
gamma-ray data cube by combining the data-cube images from
each side of the roadway, as well as calculating the uncertainties
associated with the images. As when generating the different
slice images for the vehicle in each trailer, the summed images
are added after rebinning the higher resolution images (closer
trailer) to the resolution of the trailer with the lowest resolu-
tion (furthest from the vehicle) images. The resulting images
are then searched for any with an alarm condition—pixels of a
significance greater than a predefined threshold (typically five
sigma).
The results of the completed analysis for each vehicle are

saved to a database file using a low-resource database server.
The database file is continuously monitored by a vehicle
browser code run on the Master computer that is used to display
the results of the analysis to the end users in near real time
(a few to a few 10’s of seconds depending on traffic load). It
includes an alarm function and allows the user to select the
vehicle information to be displayed, including the results from
either trailer individually or the summed data. All gamma-ray
images can be displayed per vehicle slice. In addition, the
spectrum from any pixel or region of the gamma-ray images
can be displayed. Finally, the data can be reanalyzed with
different energy cuts.

VI. SAMPLE RESULTS
In the following sub-sections screen-shots of representative

sample data obtained with the system under a number of dif-
ferent configurations are presented. In each of the figures, the
vehicle associatedwith the gamma-ray image is identified by the
white bounding box in the video image. The gamma-ray “sig-
nificance” image for the boxed vehicle is given below the video
image. This image represents the composite motion-corrected
image of the vehicle for the entire transit and is the image ob-
tained for the slice with the greatest significance. The location,
length, and direction of travel of the vehicle in the gamma-ray
image are given by the arrow at the bottom of the image. The
value plotted in each pixel is the number of counts in that pixel
of the gamma-ray image divided by the size of the uncertainty
obtained from the variance data associated with the pixel. The
no-source regions of the image are expected to fluctuate around
zero significance (indicated by the lower horizontal line.) The
upper horizontal line indicates the 5-sigma alarm threshold used
in the tests.

A. Single Source Detection
Sample results for a single vehicle with and without a source

are shown in Fig. 9.
1) Crossing Vehicles: Extensive tests with vehicles traveling

in opposite directions show no cross talk between the vehicles.
An example is shown in Fig. 10 where a very strong detection
(left) gives no signal in the vehicle moving in the opposite di-
rection (right).
2) Passing Vehicles: Source separation between vehicles

moving in the same direction is not quite as clean as for the
case where vehicles move in opposite directions. A sample

Fig. 9. Results for a vehicle with (left) and without (right) a source. In this case
the source was 1.1 MBq of in a vehicle traveling at 19.2 km/h.

Fig. 10. System results obtained with vehicles crossing in the field of view. No
cross-talk is observed between the source and no-source vehicles.

Fig. 11. Two vehicles moving together where only one has a very strong
source. Although both vehicles show a signal over 5 sigma (upper horizontal
line), a quick look at the 1D significance image, clearly shows that the peak is
both sharper and more significant (30.5 vs 13.5 sigma) for the correct vehicle.

case is shown in Fig. 11 where two vehicles were deliberately
passed through the system while maintaining their relative
locations. Although the no-source vehicle (left) does exceed
the 5-sigma threshold, the difference in morphology of the
peak and the strength of the detection clearly indicate that the
vehicle highlighted in the image on the right has the source.
3) Baseline Suppression: There has been no evidence of

baseline suppression in any of the imaged data obtained with
the system. A sample result for a truck in a two-lane geom-
etry is shown in Fig. 12. This is attributed to the fact that the
coded-aperture imaging is balanced so that a uniform back-
ground (unmodulated by the mask pattern) generates a value
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The Master Computer combines the gamma-ray data with the
appropriate compressed video images identifying the vehicle
from each side of the roadway. It also generates a composite
gamma-ray data cube by combining the data-cube images from
each side of the roadway, as well as calculating the uncertainties
associated with the images. As when generating the different
slice images for the vehicle in each trailer, the summed images
are added after rebinning the higher resolution images (closer
trailer) to the resolution of the trailer with the lowest resolu-
tion (furthest from the vehicle) images. The resulting images
are then searched for any with an alarm condition—pixels of a
significance greater than a predefined threshold (typically five
sigma).
The results of the completed analysis for each vehicle are

saved to a database file using a low-resource database server.
The database file is continuously monitored by a vehicle
browser code run on the Master computer that is used to display
the results of the analysis to the end users in near real time
(a few to a few 10’s of seconds depending on traffic load). It
includes an alarm function and allows the user to select the
vehicle information to be displayed, including the results from
either trailer individually or the summed data. All gamma-ray
images can be displayed per vehicle slice. In addition, the
spectrum from any pixel or region of the gamma-ray images
can be displayed. Finally, the data can be reanalyzed with
different energy cuts.

VI. SAMPLE RESULTS
In the following sub-sections screen-shots of representative

sample data obtained with the system under a number of dif-
ferent configurations are presented. In each of the figures, the
vehicle associatedwith the gamma-ray image is identified by the
white bounding box in the video image. The gamma-ray “sig-
nificance” image for the boxed vehicle is given below the video
image. This image represents the composite motion-corrected
image of the vehicle for the entire transit and is the image ob-
tained for the slice with the greatest significance. The location,
length, and direction of travel of the vehicle in the gamma-ray
image are given by the arrow at the bottom of the image. The
value plotted in each pixel is the number of counts in that pixel
of the gamma-ray image divided by the size of the uncertainty
obtained from the variance data associated with the pixel. The
no-source regions of the image are expected to fluctuate around
zero significance (indicated by the lower horizontal line.) The
upper horizontal line indicates the 5-sigma alarm threshold used
in the tests.

A. Single Source Detection
Sample results for a single vehicle with and without a source

are shown in Fig. 9.
1) Crossing Vehicles: Extensive tests with vehicles traveling

in opposite directions show no cross talk between the vehicles.
An example is shown in Fig. 10 where a very strong detection
(left) gives no signal in the vehicle moving in the opposite di-
rection (right).
2) Passing Vehicles: Source separation between vehicles

moving in the same direction is not quite as clean as for the
case where vehicles move in opposite directions. A sample

Fig. 9. Results for a vehicle with (left) and without (right) a source. In this case
the source was 1.1 MBq of in a vehicle traveling at 19.2 km/h.

Fig. 10. System results obtained with vehicles crossing in the field of view. No
cross-talk is observed between the source and no-source vehicles.

Fig. 11. Two vehicles moving together where only one has a very strong
source. Although both vehicles show a signal over 5 sigma (upper horizontal
line), a quick look at the 1D significance image, clearly shows that the peak is
both sharper and more significant (30.5 vs 13.5 sigma) for the correct vehicle.

case is shown in Fig. 11 where two vehicles were deliberately
passed through the system while maintaining their relative
locations. Although the no-source vehicle (left) does exceed
the 5-sigma threshold, the difference in morphology of the
peak and the strength of the detection clearly indicate that the
vehicle highlighted in the image on the right has the source.
3) Baseline Suppression: There has been no evidence of

baseline suppression in any of the imaged data obtained with
the system. A sample result for a truck in a two-lane geom-
etry is shown in Fig. 12. This is attributed to the fact that the
coded-aperture imaging is balanced so that a uniform back-
ground (unmodulated by the mask pattern) generates a value
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Roadside Tracker detection ZIOCK et al.: PERFORMANCE OF THE ROADSIDE TRACKER PORTAL-LESS PORTAL MONITOR 2245

Fig. 15. Four-lane location used to test the video tracking.

Fig. 16. Three-lane location used to test the video tracking.

The speed limit was 72 km/h (45 mph) and traffic was generally
quite light. We collected data on almost 300 vehicles at this
location. As shown in Table I, the detection efficiency remained
excellent, with the system missing less than 1% of the passing
vehicles. The data was also collected somewhat later in the
project and shows an improved multiple-retire rate of only 3%
of passing vehicles.
3) 3-Lane One-Way Traffic: The third location where video

detection efficiency was evaluated was a stretch of a divided
highway with three-lanes of traffic, all moving in the same di-
rection (Fig. 16). The speed limit was 72 km/h (45 mph) and ve-
hicles with velocities up to 95 km/h were detected. The system
was set up 75m downstream from a traffic light so that the signal
condition affected the velocity of the traffic. It also meant that
traffic tended to come in groups. Traffic at this location was con-
siderably heavier than at the first location with an average rate
of one vehicle every three seconds. At this location we evalu-
ated the performance with well over 1000 vehicles. The results
are given in Table I and show that the rate for missed vehicles
remains just under 1% and the rate for multiple retires is 3%.

B. System Sensitivity
The overall performance of the system was measured with

a number of different milliCurie-class (37 MBq) sources
( , , and 30.5 ) to
see if the system achieved the design goal of detecting an
unshielded one-milliCurie source in any of 5-lanes of traffic

Fig. 17. Results of tests with milliCurie-class sources. The greater sensitivity
to Co-60 is likely due to the fact it emits two gammas for every decay. The lines
are from a chi-square fit to with the reduced chi-square given as the
number in the legend.

at speeds up to 113 km/h (70 mph). Tests were conducted on
a 4-lane divided highway of which one set of lanes had been
abandoned. The width of the median between the two direc-
tions of travel was sufficient that the RST could be deployed as
though a full five-travel-lanes (plus shoulders) were spanned.
The tests were conducted with the vehicle traveling in the
center lane as this is where the signature is weakest. A number
of passes was made with each source starting at 16 km/h and
increasing increments of 16 km/h up to a final speed of 113
km/h.
The results of the tests are presented in Fig. 17. They repre-

sent the system response from the imaged data with no assump-
tions about the lane of travel. The reported speeds are those de-
termined by the RST with the error bars in both sigma and speed
representing one-sigma deviations for the total set of runs at a
given speed. The number of runs for each source at each av-
erage speed varied between 5 and 15. As can be seen, there is a
comfortable margin between the sigma values reported for the
no-source runs and those with a source, clearly indicating that
the systemmeets its design goals. These results are for the entire
energy range of the imager ( 50–2600 keV) and do not include
any energywindowingwhich should further improve the system
sensitivity by increasing the signal-to-background ratio.

VIII. DISCUSSION

The results presented in Sections 8.1 and 8.2 clearly indicate
that the experimental system performs to the design criteria and
as such could provide a significant additional resource in the
detection of illicit nuclear materials. With the ability to detect
radiation sources in freely flowing traffic and the ability to set
the system at arbitrary locations with no site preparation, the
RST represents a new capability to aid in the search for illicit
nuclear materials. Some sample applications where traditional
RPMs would not be acceptable are discussed briefly below.
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Muon Tomography 
§  Passive scanning with cosmic-ray muons 

§  Drift chamber detection of multiple scattering 

technique on volumes comparable to the size of some real-life
applications, such as cargo inspection. A part of this work is
devoted to the study of material recognition. It is shown that, due
to the broad energy spectrum of cosmic-ray muons at sea level
and to the ignorance of the incoming particle energy, the density
of high-Z materials is underestimated to an extent that depends
on the thickness and radiation length of the object.

2. The experimental setup

The muon tomography technique requires that the impact
position and direction of each cosmic-ray muon be measured by
two detectors, one placed above and one below the volume under
investigation. Consequently, the use of large-area detectors with
excellent tracking capability is mandatory. The Muon Barrel drift
chambers, built for the CMS experiment [12] at CERN, satisfy such
requirements, having an active area of several square meters and a
position resolution of about 200mm. We used two such chambers
in the setup shown in Fig. 1. The chambers are supported by a
concrete and iron structure, leaving a gap of 160 cm in between.

Two additional drift chambers have been placed underneath
the lower detector and will be used in the future, together with
iron absorbers, as a momentum filter.

2.1. The CMS Muon Barrel drift chambers

The CMS Muon Barrel drift chambers are described in detail
elsewhere [12,13]. Here we recall their main features.

The chambers used in this study have dimensions of
300!250 cm2 and are 29 cm thick. Each chamber consists

of three independent units, called Super Layers (SL), structurally
connected to an aluminum honeycomb panel, as shown in Fig. 2.
Each SL is composed of four planes, called layers, of parallel drift
tubes with 43!13 mm2 cross-section, filled with an Ar (85%)+CO2

(15%) gas mixture at atmospheric pressure. Each layer is staggered
by half a cell with respect to the contiguous ones. The two
external SLs (called F1 and F2 in Fig. 2) have wires in the same
direction and measure the muon trajectory in the x–y plane
(so-called F view), y being the vertical axis. The central SL, called
Y, has wires perpendicular to the F SLs and measures the
trajectory in the z–y plane (Y-view). Each F SL contains 286 drift
tubes, each Y SL 227 tubes, for a total of 799 channels per
chamber.

In the F view, the muon track is measured by 8 points, while in
the Y-view only 4 points are available. Linear fits of the measured
points provide the projected angles F and Y of the reconstructed
muon trajectory.

The signal from each wire is fed to the front-end electronics
and then delivered both to the TDC system, which measures the
signal arrival time, and to the custom-made trigger electronics
[14]. The trigger electronics looks for track segments in each SL,
verifying the alignment of hits in the four layers. In addition, it
checks whether segments found in the two F SLs can belong to
the same track. If the alignment conditions are fulfilled, the track
angle and position are computed and a trigger signal is produced
at a fixed time with respect to the passage of the particle.
Therefore each chamber has the capability to trigger itself in a
standalone mode, not requiring any external detector. Moreover,
the trigger can be easily configured with different acceptance
angles and alignment quality.

We typically used the upper chamber to trigger the whole
apparatus. To reduce the amount of useless events, the chamber
trigger was configured in order to accept only tracks that were
approximately pointing to the lower chamber. In such conditions,
the trigger rate is about 350 Hz.

The TDC is used in common stop mode, the stop signal being
the trigger signal after an appropriate delay. All signals within
a time window of a few ms centered on the trigger time are
accepted. The information from the TDCs is sent to the Data
Acquisition System, which collects and formats the events to be
stored on disk.

The intrinsic single hit resolution of the CMS drift chambers,
shit, has been measured with high-energy muon beams
(pE200–300 GeV/c) at CERN [15] studying the residuals of the

ARTICLE IN PRESS

Table 1
Most relevant properties of the materials used in the test.

Density (g/cm3) X0 (cm) l0 (cm"1) sDF (mrad)

Al 2.7 8.9 0.11 14
Fe 7.9 1.76 0.57 35
Brass 8.5 1.49 0.67 38
Cu 8.9 1.43 0.70 39
Pb 11.3 0.56 1.8 64
W (sintered) 18.1 0.37 2.7 79

The last column gives the r.m.s. value of the scattering angle of 1.0 GeV/c muons
traversing a 10 cm thickness of material, computed using Eq. (1).
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µ

160 cm

300 cm

m
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filter

ch 1
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∆Φ

Fig. 1. The prototype of the muon tomography system. The sketch on the right shows, not in scale, in the so-called F-view (see text) the main elements of the setup. The z-
axis is perpendicular to the drawing plane.

S. Pesente et al. / Nuclear Instruments and Methods in Physics Research A 604 (2009) 738–746 739
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Self-identifying efforts 

§  Some material ID is possible 

quantity. If the projector is a matrix, then the backprojector is
represented by the transpose of that matrix.

Two features characterize the implementation of the proback
within the LMIA.

First, the List-Mode strategy requires that the available track
distribution rules the scanning of the reconstruction volume.
Thus, in tomographic jargon, the proback is event based and ray
driven.

Second, to evaluate line integrals along the muon path, the
proback approximates the trajectory with the two straight
segments joining the entry and exit points with the point of
closest approach of the incoming and outgoing muon trajectories.
In this way the proback incorporates a geometrical representation
that is correct, at least when the relevant contribution to the
scattering occurs at a single point. In general, the inclusion in the
proback of all the relevant geometrical and physical features
affecting the data acquisition is recommended for obtaining
accurate reconstructions [19,20].

In terms of proback features, the main difference between the
medical imaging framework and the present context consists of
the fact that there the data are line integrals of the unknown over
precisely determined straight paths, whereas here the paths of
the muons inside the reconstruction volume are uncertain, the
entrance and exit positions and directions being the only available
information. Moreover, in our case the signal itself is not
deterministically linked to the unknown, but is connected to it
via a probability distribution, as shown in the following.

An M-element data set s consists of the data {si ; i ¼ 1,y,M},
where each si is given by the angular deflection DFi generated by
MCS along the ith track (only the F-view is considered). The
statistical distribution of si is given by a Gaussian probability
density function

Pi ¼ PðsijsiÞ ¼
1

si

ffiffiffiffiffiffi
2p
p e$s2

i
=ð2s2

i
Þ (5)

whose variance s2
i is (deterministically) connected to l0 by means

of the following line integral:

s2
i ¼

C

p2
i

Z

path i
l0½rið‘Þ&d‘ (6)

The above integral must be evaluated along the ith path
given by the parametric representation ri(‘). The momentum
information, if available for every track, can be inserted; if
not, an effective average value can be used. If the collected data
set consists of M tracks, there are M integrals (6), which, after
suitable discretization, permit writing of the projector L as
an M'N matrix connecting the N-element set l to the M-element

set s2 as s2 ¼ L (l or, explicitly,

s2
i ðlÞ ¼ ðL (l Þi ¼

XN

j¼1

Lijljði ¼ 1; . . . ;MÞ (7)

The experimental errors are taken into account by adding in
quadrature their contribution to the measured scattering angle
variance, as shown in the following equation:

s2
i ðlÞ ¼ ðL (l Þi þ !

2
i ¼

XN

j¼1

Lijlj þ !2
i ði ¼ 1; . . . ;MÞ (8)

where ei is the estimate of the error on the quantity si.
Every Lij entry is evaluated as the product of C/pi

2 times the
path length of the ith track through the jth voxel. For voxels not
traversed by the track, such entries are zeroed.

The problem of finding, for a collected data set s, the most
probable l map can be tackled by means of Maximum Likelihood
Expectation Maximization (MLEM) strategies [21,22]. In our case
one is reduced to the optimization problem of finding the
minimum of the following cost function:

CðlÞ ¼
XM

i¼1

s2
i

s2
i ðlÞ
þ ln s2

i ðlÞ

" #
¼
XM

i¼1

s2
i

ðL ( l Þi þ !2
i

þ ln ðL ( l Þi þ !2
i

h i( )

(9)

whose gradientrC can be easily evaluated. For its jth component
one finds

ðrCÞj ¼
XM

i¼1

Lij

ðL (l Þi þ !2
i $ s2

i

ðL (l Þi þ !2
i

h i2
(10)

where the sum over index i of matrix L requires the use of the
backprojector.

The steepest descent algorithm [23] is used for the minimiza-
tion of C.

The iterations are started with a uniform value for lð0Þ, taken as
the scattering density of air. The values of C and rC
corresponding to this choice are evaluated. Then, according to
the recipe of the selected algorithm, the 1D optimization is
performed by finding the value a* that minimizes the expression

Cðlð0Þ $arCÞ (11)

Then l is updated according to

lð1Þ ¼ lð0Þ $a*rC (12)

and a new iteration is performed by evaluating the new gradient
rC and by finding the new a*.

The reconstruction volume is discretized into approximately
0.5'106 cubic voxels of 3 cm side. Usually about 40 iterations of
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Fig. 5. Test of the imaging capability of the prototype. Left: picture of the layout of the Pb bricks forming the word INFN. Right: the result of the data analysis using the LMIA
algorithm.
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methods that are less affected by background
scatter.

6. Experimental proof of principle

To demonstrate proof of principle, we con-
structed a small experimental apparatus built with
a set of four position-sensitive delay line readout
drift chambers [13]. Two groups of detectors, each
measuring particle position in two orthogonal
coordinates, were placed above an object region
and two groups were placed below, according to
the configuration shown in Fig. 3, except that no
momentum-measuring planes were used. Two
plastic scintillators in coincidence with the outer-
most drift chambers provided a timing trigger
required by the delay line detectors. Signals from
the detectors were amplified and discriminated in
standard NIM electronics, were digitized in FERA
ADCs, and read into a computer using a PC-based
data acquisition system, PCDAQ [14]. The detec-
tors measured position to a precision of about
400 mm full-width at half-maximum (FWHM), and
angles to about 2mrad FWHM. The solid angle of
this apparatus limited event rate to only a fraction
of the available muon rate, and the lack of
momentum measurement limited precision of
object reconstruction, but the device was sufficient
for proof of principle.

Two test objects and corresponding cosmic ray
muon radiographs of those objects are shown in
Fig. 5. These radiographs were produced via the
experimental prototype and PoCA reconstruction
algorithm described above. The bar-like features
appearing above and below the test objects in the

radiographs are due to thin-walled steel beams
which supported the objects. The steel c-clamp,
shown in Fig. 5a, is of similar thickness to the steel
beams, so these two features appear with similar
intensity in the image. The lead (high-Z) ‘‘LANL’’
letters, shown in Fig. 5b, produce much more
scattering than do the beams (medium-Z), so the
beams appear fainter in this normalized image.
Each of these reconstructions was made using data
from about 100,000 muons. The data were
collected over several hours; an optimized detector
system with high efficiency and large solid angle
could acquire as many muons in B30min. These
long runs were made to illustrate the structure of
the objects for demonstration purposes. For a
simple yes/no detection decision (as in the contra-
band detection problem outlined in Refs. [8,9]),
considerably fewer muons, hence shorter exposure
times, would clearly be adequate.

7. Monte Carlo simulation of material
identification

In order to examine how well this technique
works for larger, more complex scenarios and to test
momentum normalization, we developed a simula-
tion code that generates cosmic-ray muons with the
appropriate distribution of energies and angles,
propagates them through a test volume, and
generates the positions at which they would be
detected in four detector planes. The muon spec-
trum, angular distribution, and rate were appro-
priate for sea level. We used experimental results for
a tungsten block test object to validate our Monte
Carlo simulation, as described in Ref. [7].

We illustrate the discrimination of low-, med-
ium-, and high-Z materials via a simple simulated
example. We chose a test scene containing three
5! 5! 5 cm3 blocks, one constructed of tungsten
(high Z), one of iron (medium Z) and one of
carbon (low Z). We then simulated the passage of
about 100,000 muons through the objects, and
through three additional iron plates for measure-
ment of particle momentum. Finally, we applied
the PoCA reconstruction algorithm to fill a
voxelated 3D volume with scattering strength (l)
estimates.

ARTICLE IN PRESS

Fig. 5. Experimentally produced cosmic ray muon radiographs
of (a) a steel c-clamp, and (b) ‘‘LANL’’ constructed from 100

lead stock. The bar-like features result from steel beams used to
support a plastic object platform.
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a b s t r a c t

The muon tomography technique, based on the Multiple Coulomb Scattering of cosmic ray muons, has
been proposed recently as a tool to perform non-destructive assays of large-volume objects without any
radiation hazard. In this paper we discuss experimental results obtained with a scanning system
prototype, assembled using two large-area CMS Muon Barrel drift chambers. The capability of the
apparatus to produce 3D images of objects and to classify them according to their density is presented.
We show that the absorption of low-momentum muons in the scanned objects produces an
underestimate of their scattering density, making the discrimination of materials heavier than lead
more difficult.

& 2009 Elsevier B.V. All rights reserved.

1. Introduction

Penetrating cosmic-ray muons are a natural radiation back-
ground. When they travel through a material, muons are slowed
down, deviated from their original trajectory and eventually
stopped, the extent of the effect depending on the material
composition and thickness and on the particle momentum. The
first use of these particles to inspect large volumes dates back to
1955, when the depth of rock above an underground tunnel was
measured by George [1]. A more spectacular experiment took
place in 1970, when Nobel Prize Alvarez [2] inspected the Chefren
pyramid searching for hollow vaults. In both cases muon
absorption was used to estimate the thickness of the material
crossed by cosmic-ray particles. Other applications such as
inspection of volcanoes followed [3,4].

More recently, a novel muon tomography technique has been
proposed [5], exploiting the multiple scattering through an object
to generate its image. A prototype able to inspect volume of about
10!1 m3 provided the proof of principle that such technique can be
used to scan large objects.

The underlying physics of muon tomography is Multiple
Coulomb Scattering (MCS) [6,7] of the muons crossing a given
material. The deviation angle, projected on a plane, has approxi-
mately a Gaussian distribution with zero mean value and root

mean square s that depends on radiation length X0 and thickness
x of the material and on the inverse of the muon momentum p
according to the well-known formulae:

s ¼ 13:6 MeV
bpc

ffiffiffiffiffiffi
x

X0

r
½1þ 0:038 logðx=X0Þ' (

13:6 MeV=c
p

ffiffiffiffiffiffi
x

X0

r
(1)

X0 ¼
716:4 ðg=cm2Þ

r
A

ZðZ þ 1Þ logð287=
ffiffiffi
Z
p
Þ

(2)

where r, Z and A are the density, atomic number and mass
number of the material, respectively. As an example, for muons of
1 GeV/c momentum traversing a 10 cm thickness, s is 14 mrad for
aluminum, 35 mrad for iron, 64 mrad for lead and 86 mrad for
uranium (see also Table 1). Cosmic-ray muons exhibit a wide
momentum distribution (see, for example, Ref. [8] for a world
survey of cosmic-ray experimental data). Nonetheless, using
a sophisticated reconstruction technique, the shape and the
composition of materials crossed by muons can be deduced from
a high statistics measurement of the cosmic-rays deflection angles
even in the absence of any measurement of the muon momentum.

Following the first proof of principle of the technique, the
development of sophisticated reconstruction algorithms and of
Monte Carlo simulations was reported [9–11].

In this paper we present our tomographic prototype, located at
the INFN National Laboratories of Legnaro (Padova, Italy), and
the experimental results obtained so far. The system can inspect a
volume of about 11 m3, thus allowing one to characterize the
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Fig. 13. Illustration of major objects in a simulated passenger van.

Fig. 14. Reconstruction of 1 min of simulated muon exposure of the passenger
van via the mean method.

Fig. 15. Reconstruction of the passenger van scene via the median method.

van body cut away appears in Fig. 13. The red block in the center
of the illustration represents a 10 10 10 cm solid piece of
tungsten, a proxy for a high-Z threat object. In this case we used
simulated detector planes located on the four long sides of the
scene to take advantage of more horizontally oriented muons.
We simulated 1 minute of cosmic ray muon exposure and per-
formed reconstructions from the data using 5 5 5 cm sized
voxels. In Figs. 14 and 15, we show visualizations of recon-
structions made using both the mean and median EM methods,
respectively.

The effect of non-Gaussian data is quite apparent in the mean
method reconstruction of this scene, manifested as red spots
scattered over the image. In the median reconstruction, these ar-
tifacts are entirely gone, and the denser components of the van
(engine, battery, drive train) show up as green (low-Z) or blue
(medium-Z), while the threat object stands out as red.

V. CONCLUDING REMARKS

Implementing cosmic ray muon tomography required de-
veloping new information processing algorithms. We have
described a statistical tomographic inversion algorithm specif-
ically designed to mine the information present from passive
cosmic ray muons which are constantly passing through terres-
trial objects.

Each iteration of the algorithm took about 2 s for the block
scenes (32 000 voxels, 240 000 muons), and about 1 s for the van
scene (240 000 voxels, 90 000 muons) on a standard PC for ei-
ther the mean or median update rule. Since each voxel is updated
independently at each iteration, parallel implementation is quite
feasible and could provide for near real-time reconstruction.

Future work includes the addition of regularization to our
algorithm. We are currently modifying it to evaluate the ef-
fect of quadratic and edge preserving penalty terms as in [13].
With colleagues we have constructed a large muon tracker [4]
that is providing the means to validate the algorithm on exper-
imental data. Finally, we are evaluating the efficacy of cosmic
ray muon tomography for various homeland security inspection
applications. Two key parts of the evaluation are establishing
automatic detection methods and evaluating exposure time, de-
tection probability, and false alarm rates. For this work we are
considering additional real world effects such as finite detector
resolution and estimated muon momentum, with key aspects
validated against experiments. We anticipate that detector spa-
tial resolution will have little effect on reconstructions, since
muon detectors have been built that exhibit good resolution (a
few hundred microns rms [4]) relative to voxel sizes and scat-
tering angles of interest. The achievable precision of the muon
momentum estimate will affect required exposure times [5], [3].
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Nuclear Resonance Fluorescence 
§  Collective nuclear oscillations (i.e. GDR) provide 

unique & narrow excitations at penetrating 
(MeV) gamma energies 

RAPID COMMUNICATIONS

NUCLEAR RESONANCE FLUORESCENCE EXCITATIONS . . . PHYSICAL REVIEW C 78, 041601(R) (2008)
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FIG. 2. (Color online) Histograms of the measured spectra for
the 235U measurements. The top spectrum is for the HEU+Mn+PET
plastic container. Arrows indicate peaks attributed to 235U. The bottom
spectrum is for Mn only. The relative scale of the Mn only spectrum
to the HEU+Mn+PET spectrum is arbitrary. The peak at 1764 keV
not attributed to Mn or 235U is from 214Bi radioactive decay.

that one or more peaks are very strong NRF states from the
other isotopic components of the Pu target, but it is assumed
here that since ∼93% of the target is 239Pu, the peaks are most
likely from 239Pu. Because of low statistics a smooth curve is
overlayed on both histograms to aid the eye. The 2211-keV
line is a resonance in 27Al and was used as a reference to
calibrate the 239Pu cross sections.

Listed in Table I are the measured isotopes, transition
energies, statistical significance, and cross sections. The
energies in Table I were determined from energy calibrations
of neighboring contaminant peaks. The column labeled as
statistical significance gives the ratio of the counts in a
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FIG. 3. (Color online) Histograms of the measured spectra for
the 239Pu measurements. The upper histogram is a compilation of
two data runs in two different configurations (Pu target and holder).
The lower histogram is the background (holder only) spectrum from
one run. Both data sets include Al calibration target. The arrows
indicate peaks attributed to 239Pu. A smooth curve is overlayed on
both histograms to aid the eye.

measured peak to the statistical and systematic uncertainties
added in quadrature. Only peaks with a statistical significance
greater than 4.0 were assigned to their respective isotopes in
Table I with the exception of one photopeak at 2135 keV in
the 239Pu data set because it may be a branch.

The integrated cross sections can be determined from the
observed peak areas. The observed counts in a resonance peak
can be decomposed into the following factors:

Adet = !TinCToutϵW, (1)

where Adet is the number of fluorescence photons observed
in the detector, ! is the incident photon flux per eV
subtended by the target, Tin is the transmission probability
of photons through any absorbing material before it reaches
the fluorescing sample, C is the number of fluorescent photons
per incident flux escaping the sample, Tout is the transmission
probability of the fluorescing photons through all absorbing
materials between the fluorescing sample and the detector, ϵ is
the efficiency of the detector, both intrinsic and geometric,
and W is the angular dependence of the resonance. All
of the factors on the right-hand side are dependent on the
energy. The transmission probabilities were determined from
the electronic attenuation coefficients as taken from the XCOM
[11] database.

The calculation of C is described in Ref. [12]. C accounts
for the attenuation in the fluorescing material due to electronic
and nuclear processes for the incident photon and for electronic
processes for the fluorescent photon as well as the effect
of Doppler broadening of the resonance. For thin targets, in
which attenuation and Doppler effects are not significant, and
ignoring less likely physical processes, C simplifies to

C ∼ Cthin = N

∫
σNRF dE (2)

where N is the number of sample nuclei per area and the
energy integral represents the integrated cross section over the
resonance for the NRF process. Thus, C is the quantity that is
sensitive to the NRF integrated cross section.

The integrated cross sections were extracted by comparing
the measured areas of the 235U and 239Pu peaks to the strengths
of known NRF peaks. A ratio of two versions of Eq. (1), one for
the known peak and one for the unknown peak, was formed:

Cx

C0
= Adet,x

Adet,0

!0Tin,0W0Tout,0ϵ0

!xTin,xWxTout,xϵx

, (3)

where the x and 0 denote quantities for the unknown and
known resonances. As a result of forming this ratio of
two very similar measurements, the extraction of Cx , the
quantity sensitive to the unknown NRF strength, depends
only on the relative transmissions, efficiencies and fluxes,
which considerably reduces the systematic sensitivities. The
angular dependence, W , depends on the spins of the initial and
final states of the transition. Since the measurements do not
determine the angular distribution of fluorescence emissions,
the angular dependence was taken as an average of all possible
dipole transitions given the angular momenta involved. The
uncertainty in this correction was determined from the standard
deviation of W for the possible dipole transitions. The average
relative correction for W is small, ∼1%, with a ∼6% absolute

041601-3

Bertozzi, et al., 
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Passport Systems NRF + EZ-3DTM 
§  Bremsstrahlung Cargo Scanner 

however, they interact in complex ways to produce the
EZ-3D signal. Both the NRF and EZ-3D techniques pro-
vide a three dimensional display of the contents of a
container; respectively, the isotopic concentrations, and
effective Z and mass. NRF combined with EZ-3D provides
the possibility for rapid scanning of seagoing containers,
trucks and other vehicles in short times while providing
high detection probabilities with low false alarm rates for
SNM, explosives, toxic substances and other contraband.

2. Nuclear resonance fluorescence

The process of NRF corresponds to the excitation of a
nuclear state by photons and having that state decay by
the emission of a photon to the ground state or an excited
state. If the state is unbound to neutron emission or
another strongly interacting particle, generally the photon
decay is not strong enough to observe in competition with
particle decay. Thus, most of the useful states are below
particle threshold and generally have ground state radiative
widths of about 30 meV or larger. The cross section for
NRF is given by

rðEÞ ¼
X

i

p
2
$ –k2 $ g $ C0Ci

E % E0ð Þ2 þ C2

4

where g = (2J + 1)/(2J0 + 1), and J and J0 are the excited
and ground state angular momentum respectively, and C0

and Ci are the radiative decay widths of the state in ques-
tion to the ground state and an excited state, respectively.
NRF cross sections typically have very large peak values
at E = E0 that correspond to hundreds of barns for E0 in
the range of a few MeV. The states are broadened by the
zero-point motion of the atom and thermal motion. For
light nuclei the broadening can be approximately 20 eV

and for very heavy nuclei it can be as small as a few eV.
This broadening results in reduced peak cross sections,
but NRF cross sections for useful states are still consider-
ably larger than the usual electromagnetic processes [3]:
photoelectric, Compton and pair production. Within a
few eV of a useful resonance, NRF is the dominant electro-
magnetic absorption process.

Since NRF states are at different energies for different
nuclei, it is useful to employ the bremsstrahlung from an
electron beam as a photon source. The bremsstrahlung
produces a continuous spectrum and there are always pho-
tons at any energy below the electron beam energy. This
source is intense. For mA beams of electrons, photon fluxes
in a 10 eV range of energy of approximately 108/sec inci-
dent on a 20 · 20 cm2 target at a 2 m distance are practical.

3. NRF scattering at back angles

For the detection of materials it is useful to think of
NRF in two modes. One is in the mode wherein the scat-
tered photons are detected back of 90!. The second mode
makes use of the dominance of the NRF process and exam-
ines the transmitted photon spectrum for absorption lines.
The two detection modes are shown schematically in Fig. 1.
Photons are generated by the bremsstrahlung process using
electrons with energies ranging from 2 to 8 MeV depending
on the material that is being searched for. Oxygen has
NRF states at 6.9 and 7.1 MeV and requires approximately
8 MeV electrons. Nuclei with NRF states at lower energies
can be detected using lower electron energies. The brems-
strahlung is collimated and this collimated beam is viewed
by detectors. The view of these detectors is also collimated.
The intersection of the view of the detectors and the pho-
ton beam defines a voxel. Material in the voxel will scatter
some of the photons in the beam via NRF, in the direction

Fig. 1. NRF or EZ-3D scattering showing 3D voxels: 2-D NRF transmission detection. Bremsstrahlung is produced by electrons striking a radiator. The
voxel under study for each detector is defined as the intersection of the collimated photon beam with the collimated detector view. The transmitted photon
beam interacts with specific resonant materials to measure the absorption of resonant photons in the cargo container and thus determine the total amount
of each specific material in the cargo.

332 W. Bertozzi et al. / Nucl. Instr. and Meth. in Phys. Res. B 261 (2007) 331–336
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Plastics with improved PSD 
§  Standard Pulse Shape Discrimination 

•  gamma (e- recoils) à S1 excitation à photon 
•  neutron (p+ recoilds) à T1 excitation 
—  T1+T1 à S0 + S1 à photon 
—  photon delay depends on T1 mobility 

§  Work with PVT (polyvinyltoluene)  
•  add PPO (2,5 diphenyloxazole) 
•  able to tune PSD separation via triplet de-excitation 
—  Zaitseva et al., Nucl. Instr. Meth. A 668, 88 (2012) 
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Results of PPO Doping 

§  QTail = charge in delayed component 

 

gives rise to efficient PSD with FOMs 41.27 (Fig. 5A). As expected,
the increase of PSD in plastics occurs at much larger PPO concentra-
tions, more than two orders of magnitude higher than in correspond-
ing liquid solutions. It should be noted that the optimal dye
concentration used in practical preparation of mixed scintillators
has been traditionally selected based on the highest scintillation
efficiency. The fact that in liquids both the maximum LY and the
efficient PSD correspond to the same region of low concentrations
(Fig. 2) could explain the easy preparation of liquid scintillators with
PSD. In plastics, the scintillation with the most efficient light output
still occurs at relatively low dye concentrations (!1% weight in
Fig. 5B), while efficient PSD appears in a different region, in which
increasing PPO concentration leads to about 20% LY loss, due to the
concentration quenching. It might be that this decline in the light
efficiency contributed to the fact that the region of high dye
concentration was not sufficiently explored in the previous studies
of plastic scintillators.

A noticeable decrease of the light yield at high PPO concentra-
tions can negatively influence the final performance of PSD
scintillators. The problem can be corrected by the use of ternary
systems traditionally designed to increase the light efficiency by
addition of secondary dyes with lower band gap and higher
quantum efficiency. Fig. 6A presents one of the first results

showing a more than 50% LY increase obtained with the addition
of only 0.2% DPA, in this case, used as a secondary dye in a
PPO–PVT plastic. The concentration of the secondary dye is too
low to affect the triplet–triplet interaction, still occurring mainly
between the PPO molecules. At the same time, the fact that
fluorescence in the ternary system is dominated by emission from
the DPA molecules (Fig. 6B) indicates that singlet excitation is
efficiently transferred from PPO to DPA molecules. As a result, the
final neutron/gamma peak separation determined by the process
of T1–T1 interaction does not show any noticeable difference in
the final PSD patterns of binary and ternary samples. On the
contrary, increasing light output determined by the high quantum
efficiency and low concentration of DPA, leads to the narrowing of
the FWHMs of both peaks, ultimately resulting in the increase of
PSD in plastics with the secondary dye (Fig. 7A and B).

Tests of the first samples showed that plastic scintillators can
provide PSD comparable to the PSD of the best commercially
available liquid scintillators (Fig. 7B and C). This important result
permits replacement of liquid scintillators by plastics for applica-
tions challenged by the well-known problems of liquids, including
toxicity, flammability, high freezing points, and difficulties in hand-
ling large amounts of organic liquids in field conditions. With
respect to single crystals, more research is required to understand
if the better performance of stilbene (Fig. 7D) or other single crystals

Fig. 3. Examples of experimental PSD patterns showing increase of neutron–
gamma peak separation at increasing PPO concentration in a PVT polymer matrix.

Fig. 4. General dependence of neutron–gamma separation measured in the whole
range of concentrations up to the limit of the PPO solubility. Statistical error bars
are within the points, except for the lowest concentration point, where larger
uncertainty is introduced by the overlap of the two distributions.

Fig. 5. Dependence of neutron/gamma PSD FOM obtained in PPO–PVT plastic
scintillators. Comparison with the 137Cs LY measured in the same samples shows
that the noticeable increase of PSD starts in the region of the declining LY. All
measurements were done with Ø25 mm"10 mm samples.

N. Zaitseva et al. / Nuclear Instruments and Methods in Physics Research A 668 (2012) 88–93 91
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Scintillator Comparison 

(e.g. the DPA single crystal in Fig. 1) is fundamental, and due to
the high degree of structural order. It is possible that the crystal-
lographic arrangements which introduce conditions enhancing triplet
migration and hence PSD, lead to the better performance of crystals

in comparison to the amorphous plastics where excitation transport
is fundamentally inferior. At the same time, methods of combining
different, including currently unknown, fluorescent compounds in
plastics to control self-absorption, may ultimately lead to future

Fig 6. (A) Comparison of the 137Cs light yield in two Ø25 mm!25 mm PPO–PVT plastic samples showing more than 50% increase upon a small addition of DPA used as a
secondary dye and (B) corresponding photoluminescence spectra showing that the light emission from PPO molecules in the binary PPO–PVT plastic changes to the
spectrum of DPA in the ternary system; excitation wavelength is 273 nm.

Fig. 7. Neutron/gamma PSD FOMs for (480775) keVee energy range obtained with (A) binary and (B) ternary plastics in comparison with commercial (C) liquid, and
(D) single crystal scintillators; and (E)-measurements made with the same size samples of Ø25 mm!25 mm using 252Cf source.

Fig. 8. Photographs of first PSD plastics taken under white (A and B) and UV (C) illumination. The label ‘‘Plastic’’ placed under the bottom of the sample (A) shows high
optical transparency typical for the tested scintillators.

N. Zaitseva et al. / Nuclear Instruments and Methods in Physics Research A 668 (2012) 88–9392

Addition of 0.2% DPA (9,10 diphenylanthracene) further improves PSD 
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Good spectral resolution is important 

Most “Room Temperature” Units do NOT 
have the Resolution to Identify Many 
Complicated Isotopes 

Room temperature 
(NaI) Spectrum 

Liquid Nitrogen Cooled 
(HPGe) Spectrum 
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GeGI (Germanium Gamma-ray Imager) 

Specifications 

•  Germanium crystal: 9cm diam x 1 cm thick 

planar 

•  Spectral resolution: 2 keV at 1332 keV 

•  Imaging accuracy: ~3o 

•  Imaging resolution: ~6o 

•  Cool-down time: 5 hours 

•  User interface: notebook PC w/ Windows XP 

•  Optical: 180o panoramic camera 

•  Power: AC power; internal battery (1 hour); 

external battery (3 hours per) 

•  Weight: 37 lbs  

Notebook PC w/ Windows 
XP 

180o optical camera 

Detector 
face 

Fold-away handle 
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Pinhole Image of two Pu shells 

   
2
8 

Plutonium shells 

•  Plutonium shells each contained ~200 grams of Pu 
•  Isotopic composition: 94% Pu-239 and 6% Pu-240 
•  Pinhole imaging was able to individually image multiple sources.  
 

Measurement setup: GeGI and two Pu shells at 1.5 meters Pinhole overlay: photo taken with GeGI’s onboard panoramic 
camera, overlaid with Pinhole image 
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Nano-Thermite Detectors 
§  The new bubble-chamber detectors 

§  Thermites ignite above T~1000oK 

§  Tune grain size to match ΔE deposit 

§  One grain explosion will induce others 

§  Under investigation for WIMP detection 

§  Lopez-Suarez, Univ. Mich. http://arxiv.org/abs/1403.8115 



Lawrence Livermore National Laboratory 30 

Nano-thermite example 
§  Al2 + Fe2O3 à Al2O3 + 2Fe + 851.5 kJ/mole 

§  ΔT = ΔE/cn , cn = 1.5e-5 keV/K/nm3 

§  for 1nm sphere, 1keV deposited à ΔT =1.6e4 oK 

1"SMS_<PI"name>"

• Competition"would"come"from"the"loose"
collaboration"formed"around"this"relatively"new"
idea."
•  Industry: no work on this particular detector, years of 

R&D have not arrived at a viable solution for the needs.  
• Other Labs: LANL and various DoD labs have the 

expertise to address some of the open questions. All 
have ongoing radiation detection R&D which might be 
relevant. 
• Other Technology or approaches: liquid noble gas 

detectors have been proposed, current R&D underway.  

•  Nation: Thermites can be designed with a number of 
properties (e.g. initiation thresholds,  chemical products, 
pressure output, other energy output ) to produce unique 
signatures of radiation that could in principle be remotely 
detected. 
•  Industry: Inexpensive, large area monitor of radiation, 

possible use in neutrino tomography for geology.  
•  DOE Science: Provides a possible candidate for “next 

generation” large rare particle searches, e.g. Dark Matter, 
neutrino astrophysics, etc.  
•  DOE NNSA: candidate material for radiation detection 

Radiation"Detection"
Attributes:"large"volume,"inexpensive,"low"
energy"threshold"with"high"energy"
insensitivity.""

•  Light"mass"Dark"Matter"searches"
•  Coherent"neutrino"detection"
•  Standoff"radiation"detection"
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• NanoKthermites"as"an"
amplifier."
• Key"idea"is"to"tune"the"
nanoKparticle"size"to"
the"ionization"energy"
loss"
• Use LLNL’s strengths in 

energetic material theory, 
modeling and experiment 
together with rare event 
detection expertise. 

 

Energetic)materials)could)provide)a)new)radiation)detection)paradigm.)

Also exploring 
possible applications 
for radiation detection 
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Counting Neutron Coincidences 
Count neutron pairs within a time bin 

 subtract random (Poisson) expectation 
 divide by mean 
 referred to as Feynman Variance 

[<n(n-1)> 
- <n2>] 

÷
 = R2F 

 

Data 
Poisson 

Mean 
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Neutron time correlations 
§  Return to idea developed by Feynman, 

extended by Prasad and Synderman 

§  Fission chains emit time-correlated neutrons 

§  Useful to measure object multiplication, but 
passive counting requires long integration time 

§  Explore photo-fission to boost production of 
time-correlated neutrons  
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Signals and Backgrounds 

§  n/γ scattering and conversions modify 
timing, but do not reduce signal  

§  random radiation from non-fissile 
sources is uncorrelated, does not 
contribute to signal 

§  Cosmic induced nuclear interactions 
and (n,2n) reactions contribute to 
backgrounds 

H2O 

prompt (nanosec. to microsec.)"

thermal (μs. to ms timing)"

gamma conversion (ns. to μs. timing)"
γ 

γ 
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Conclusions 
§  Work in Nuclear Security remains challenging 

§  No silver bullet found, nor is one likely 

§  Achieving true nuclear security will require an 
array of approaches and coordination among 
departments and countries 

§  Detector R&D challenges have broad overlap 
with Nuclear Science needs 


